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Daily behavioral and physiological rhythms are linked to circadian
oscillations of clock genes in the brain and periphery that are
synchronized by the master clock in the suprachiasmatic nucleus. In
addition, there are a number of inputs that can influence circadian
oscillations in clock gene expression in a tissue-specific manner.
Here we identify an influence on the circadian oscillation of the
clock protein PER2, endogenous changes in ovarian steroids, within
two nuclei of the limbic forebrain: the oval nucleus of the bed
nucleus of the stria terminalis and central nucleus of the amygdala.
We show that the daily rhythm of PER2 expression within these
nuclei but not in the suprachiasmatic nucleus, dentate gyrus, or
basolateral amygdala is blunted in the metestrus and diestrus
phases of the estrus cycle. The blunting of the PER2 rhythm at
these phases of the cycle is abolished by ovariectomy and restored
by phasic estrogen replacement suggesting that fluctuations in
estrogen levels or their sequelae are necessary to produce these
effects. The finding that fluctuations in ovarian hormones have
area-specific effects on clock gene expression in the brain intro-
duces a new level of organizational complexity in the control of
circadian rhythms of behavior and physiology.

circadian clock � circadian rhythm � estrogen

The core molecular mechanism generating circadian
rhythms within the suprachiasmatic nucleus (SCN), the

master circadian clock, is based on feedback loops among
several rhythmically expressed clock genes and their protein
products (1, 2). Circadian rhythms in clock gene expression are
observed not only in the SCN but also in other brain areas as
well as peripheral tissues. These include but are not limited to
the olfactory bulb, several hypothalamic nuclei, the eyes,
pituitary gland, heart, and lung (3–13). Because synchronized
expression of clock genes in these tissues requires an intact
SCN, it has been proposed that these oscillations in clock gene
expression serve to gate circadian signals from the SCN into
tissue-specific rhythmic outputs (10, 12, 13).

In addition, there is growing evidence to suggest that circu-
lating hormones as well as metabolic signals can modulate
circadian oscillations of clock gene expression in some brain
regions and peripheral structures (14). For example, the pineal
hormone melatonin modulates the rhythm of the clock gene Per1
in the pituitary gland, striatum, and adrenal cortex (15–17).
Furthermore, adrenal glucocorticoids induce Per1 expression in
peripheral tissues such as the liver (18, 19) and modulate the
rhythm of expression of the clock protein, PER2, in the oval
nucleus of the bed nucleus of the stria terminal (BNST-OV) and
central nucleus of the amygdala (CEA) (12, 13). By contrast,
adrenalectomy has no effect on PER2 expression in the SCN,
basolateral amygdala (BLA), or dentate gyrus (DG) (12, 13),
and melatonin does not affect rhythms of clock gene expression
in the SCN, limbic forebrain, eye, or heart (20). The ability of
circulating hormones to modulate clock gene expression within
specific tissues presents a pathway for the integration and gating
of circadian, hormonal, and metabolic information.

Gonadal steroids have marked and varied effects on gene
expression in the brain and periphery (21, 22). In addition,
circulating levels of gonadal hormones influence circadian

rhythms in activity (23) and, in turn, their release is influenced
by the circadian system (24, 25). Despite these interactions and
the presence of clock genes throughout the reproductive axis (9,
21, 22, 26–29), there is no information on the effect of endog-
enous rhythms of gonadal hormones on clock gene expression in
the brain or the periphery. To begin to address this issue, in the
current experiments, we studied patterns of PER2 expression in
the SCN and limbic forebrain across the rat estrous cycle as well
as after gonadectomy in both male and female rats. Finally, we
examined the effects of estrogen replacement to ovariectomized
(OVX) females on rhythms of PER2. Preliminary results were
published in abstract form.†

Results
PER2 Rhythms Across the Estrous Cycle. To assess the effects of
phase of the estrous cycle on rhythms of PER2 expression,
female rats were randomly assigned to 1 of 16 groups with six
animals per group. Daily vaginal smears were obtained for 14
days, and only rats showing regular 4- to 5-day estrus cycles were
included in the experiment. Groups differed in the time of day
of perfusion [Zeitgeber time (ZT) 1, ZT7, ZT13, and ZT19] and
the day of the estrous cycle on which they were perfused.

Examples of PER2 expression in the SCN, BNST-OV, CEA,
BLA, and DG in female rats killed on the day of proestrus at
either ZT1 or ZT13 are shown in Fig. 1. As can be seen in this
figure, PER2 expression in the SCN, BNST-OV, and CEA is
higher at ZT13 than at ZT1. This pattern is reversed in BLA and
DG. These changes in expression are similar to those seen in
male rats (12, 13).

Fig. 2 shows the pattern of PER2 expression within all of the
areas examined at each phase of the estrous cycle. As can be
seen, PER2 expression in the SCN showed a similar rhythm on
each day of the estrous cycle, peaking at ZT13 {significant main
effect of ZT [F(3, 34) � 51.546, P � 0.01] but no main effect of
the day of the estrous cycle nor a significant time–day interac-
tion}. Bonferroni post hoc analysis revealed that PER2 expres-
sion was higher at ZT13 than at any other time point (P � 0.01).

Similarly in both the BLA and DG, the rhythm of expression
of PER2 was consistent over the course of the estrous cycle, with
peak expression occurring at ZT1 (see Fig. 2 d and e). Analysis
of the data in both of these panels yielded a significant main
effect of ZT [BLA, F(3, 70) � 37.261, P � 0.01; DG, F(3, 67) �
65.879, P � 0.01]. Bonferroni post hoc analyses revealed that
in both structures the highest expression of PER2 was at ZT1
(P � 0.01).

In contrast to the stability of the patterns of PER2 expression
observed in the SCN, BLA, and DG, within the CEA and
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BNST-OV PER2 expression varied as a function of day of the
cycle (see Fig. 2 b and c). In both of these areas the pattern of
PER2 expression on proestrus and estrus was similar to that seen
in the SCN and previously reported in male rats. That is, the
greatest expression of PER2 was seen at ZT13. However, on the
metestrus and diestrus days of the cycle there was a marked
blunting of the rhythm of PER2 expression.

Analysis of the data obtained for the BNST-OV (Fig. 2b)
revealed a significant main effect for day of the cycle [F(3, 81) �
3.66, P � 0.05] and ZT [F(3, 81) � 25.725, P � 0.01], as well as
a significant interaction of day of the cycle and ZT [F(9, 81) �
4.45, P � 0.01]. Simple main-effects analyses were then carried
out for each of the 4 days of the cycle, and these were followed-up
with pairwise comparisons (significant differences are indicated
in Fig. 2). Notably, on both proestrus and estrus at ZT13, PER2
expression was significantly higher than at ZT1. In contrast, on
metestrus PER2 expression at ZT19 was higher than at ZT1, and
on diestrus only the ZT7 time point showed a higher expression
than ZT1.

For the CEA (Fig. 2c), a two-way ANOVA revealed a
significant main effect of ZT [F(3, 79) � 13.042, P � 0.01], as well
as a significant time–cycle interaction [F(9, 79) � 3.153, P �
0.01] and a trend toward a significant main effect for the day of
the cycle. Subsequent analysis of simple main effects showed
similar results to those in the BNST-OV with the exception that
no significant effect of the time of death on the day of metestrus
was observed.

Effect of Gonadectomy on PER2 Expression. The observation that
PER2 expression in the BNST-OV and CEA varies as a function
of the estrus cycle led us to investigate the rhythms of PER2
expression in the brains of OVX females and the influence of
testicular hormones on the rhythms of PER2 expression in male
rats. Three groups of rats were included in this study: OVX
females (n � 12), gonadectomized males (n � 12), and intact
males (n � 12). Rats from each group were then randomly
assigned to subgroups based on the time of day that they were
perfused (ZT1, ZT7, ZT13, or ZT19).

Fig. 3 shows PER2 expression as a function of time of day in
each of the regions examined. As these data indicate, for all
regions examined the pattern of expression of PER2 in females

Fig. 1. Examples of PER2 expression in the SCN, BNST-OV, CEA, BLA, and DG
at ZT1 and ZT13 in females killed on proestrus.

Fig. 2. Number of PER2-ir cells in the SCN, BNST-OV, CEA, BLA, and DG as a
function of phase of the estrus cycle and ZT (means � SE are shown). *,
Significantly different from ZT1 (P � 0.05). n � 6 per point.
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did not differ from that of intact males. Statistical analyses
showed that in the SCN there were significant effects of both
group [F(2, 24) � 7.951, P � 0.01] and ZT [F(3, 24) � 62.177,
P � 0.010], as well as their interaction [F(6, 24) � 2.552, P �
0.05]. Further analysis of these effects showed that the group
effect was seen only at ZT19 [F(2, 9) � 12.301, P � 0.01] and
reflected the higher number of PER2-immunoreactive (ir) cells
in intact males than in the other two groups (P � 0.05).

In the BNST-OV and CEA the effects of both group and time
were significant [BNST: group, F(2, 24) � 14.298, P � 0.01; ZT,
F(3, 24) � 24.380, P � 0.01; CEA: group, F(2, 24) � 19.521, P �
0.01; ZT, F(3, 24) � 21.271, P � 0.01]. In both regions, post hoc
analysis revealed that gonadectomized males had lower PER2
expression than both the OVX females and intact males (P �
0.01), and that in all three groups the highest level of PER2
expression occurred at ZT13 (P � 0.01).

In both the BLA and DG, the effect of ZT was significant
[BLA, F(3, 24) � 32.109, P � 0.01; DG, F(3, 24) � 23.468, P �
0.01], and post hoc analysis revealed that ZT1 had the highest
level of PER2 (P � 0.01).

Effect of Estrogen Replacement on PER2 Expression in OVX Rats. The
fact that OVX female rats showed similar patterns of PER2
expression to males in all of the regions examined suggested that
hormonal fluctuations associated with the estrous cycle induced
the blunting of PER2 rhythm in the BNST-OV and CEA that we
observed in experiment 1. This possibility was investigated by
comparing patterns of PER2 expression among groups of
estrogen-replaced OVX, oil-treated OVX, and intact females.
Subcutaneous injections of estrogen (2 �g of estradiol in 0.1 ml
of sesame seed oil) or oil (0.1 ml) were given at ZT7 every 4 days,
and the dose of estradiol was chosen to induce a peak in plasma
estradiol similar to that seen in intact cycling female rats (30).
This injection protocol was followed for 20 days (five cycles).
Rats in the intact group were perfused on either proestrus or
metestrus; those in the OVX plus estrogen groups were perfused
either on the day of estradiol treatment (E0) or 1 day (E24), 2

days (E48), or 3 days (E72) after estradiol treatment. All rats
including those in the OVX plus oil group were perfused at
either ZT1 or ZT13. Thus, rats in the E0 group killed at ZT1
were killed 90 h after estradiol treatment whereas the ZT13
group were killed 6 h after injection.

Fig. 4 shows the number of PER2-ir cells at ZT1 and ZT13 for
each treatment group and for each region examined. As ex-
pected, in the SCN, PER2 expression was much higher at ZT13
than at ZT1 regardless of treatment, and these data are reflected
in a significant main effect of time [F(1, 41) � 2045.657, P �
0.01] and the absence of any other significant effects.

Consistent with previous reports and with the results of
experiments 1 and 2, PER2 expression in the BLA and DG
showed the opposite pattern from the SCN and was higher at

Fig. 3. Number of PER2-ir cells in the SCN, BNST-OV, CEA, BLA, and DG in
groups of intact, gonadectomized (GNX) males and OVX females as a function
of ZT. *, Significantly different from the other two groups (P � 0.05). n � 4 per
point.

Fig. 4. Number of PER2-ir cells in the SCN, BNST-OV, CEA, BLA, and DG at ZT1
and ZT13 in groups of intact females on proestrus (Pro) and metestrus (Met)
and in OVX females killed on the day of estrogen injection (E0) or 24 (E24), 48
(E48), or 72 (E72) h after estradiol injection or treatment with oil (Oil). n � 4
per point.
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ZT1 than at ZT13 [significant main effect for time: DG, F(1,
41) � 742.811, P � 0.01; BLA, F(1, 41) � 648.959, P � 0.01].
Unlike the SCN, treatment did appear to reduce peak expression
of PER2 (see Fig. 4) resulting in significant main effects for
treatment (DG, F(6, 41) � 2.489, P � 0.04; BLA, F(6, 41) �
3.247, P � 0.01), a significant treatment–time interaction for the
DG [F(6, 41) � 3.673, P � 0.01], and a trend toward a significant
interaction in the BLA [F(6, 41) � 2.08, P � 0.0766]. Further
analysis of these data showed that treatment only affected PER2
expression at ZT1 and that peak levels in the E48, E72, and oil
groups were lower than in the intact and E0 groups.

In the CEA and BNST-OV, PER2 expression at both ZT1 and
ZT13 varied across treatment groups (see Fig. 4) with the result
that the differences in PER2 expression between these time
points was decreased in the E48, E72, and intact metestrus
groups. Analysis of these data yielded significant effects of time
[BNST-OV, F(1, 41) � 416.07, P � 0.01; CEA, F(1, 41) � 189.19,
P � 0.01] as well as a significant time–treatment interaction
[BNST-OV, F(6, 41) � 17.917, P � 0.01; CEA, F(6, 41) � 18.299,
P � 0.01]. There was also a significant main effect of treatment
in the CEA [F(1, 41) � 2.436, P � 0.01], but this effect was only
a trend in the BNST-OV [F(1, 41) � 2.222, P � 0.061]. Further
investigation of these results included using both simple main-
effects analyses and pairwise post hoc tests. In both areas, at
ZT1, the E48, E72, and intact metestrus groups showed higher
levels of PER2 expression than the other four groups. Con-
versely, at ZT13, the E48, E72, and intact metestrus groups
showed lower levels of PER2 expression than the other four
groups in both of the regions examined.

Discussion
The results reported here show that phase of the reproductive
cycle has a profound effect on the oscillation of clock genes
within the brain. In female rats, there is a marked blunting of the
circadian rhythm in the expression of the clock protein PER2
within the BNST-OV and CEA on the metestrus and diestrus
phases of the estrus cycle. By contrast, rhythms of PER2
expression within the SCN, DG, and BLA were unaffected by
stage of cycle. Interestingly, a daily rhythm in PER2 expression
in the BNST-OV and CEA does not depend on the presence of
estrogen because OVX females showed the same pattern
of PER2 expression as that seen in intact females on the day of
proestrus and estrus. Rather, the results of experiment 3 suggest
that high levels of estrogen such as those seen on the morning of
proestrus are sufficient to set off a cascade of events that in turn
lead to the blunting of the rhythm in PER2 expression, which is
ref lected primarily in a reduction of expression at ZT13.
Whether the subsequent decline in estrogen levels is necessary
and whether the intervening steps on the cascade of events that
lead to changes in PER2 levels occur within the CEA and the
BNST-OV or are mediated through other structures remains to
be determined. Estrogen has multiple effects throughout the
brain. For example, it regulates neuropeptide expression in a
variety of areas including the BNST and CEA (31, 32). Together
with our earlier results showing a blunting of the rhythms of
PER2 expression in the BNST-OV and CEA after adrenalec-
tomy or lesions of the SCN, these data do suggest that putative
clock cells in both of these areas are influenced by both
peripheral and central signals.

Although we observed no changes in the rhythm of PER2
expression within the SCN, BLA, and DG as a function of estrous
cycle phase or between gonadectomized and intact rats, there
were some effects of gonadal steroids on the amount of PER2
expressed in these structures. In males, gonadectomy reduced
overall PER2 expression in the SCN as well as in the BNST-OV
and CEA, whereas in females, higher estrogen levels were
associated with increased expression in the BLA and DG but
only at ZT1. Thus, in these structures PER2 expression at ZT1

was similar in the E48, E72, and oil groups (see Fig. 4). These
data are consistent with earlier results showing both organiza-
tional and activational effects of gonadal hormones on phase and
amplitude of locomotor activity (23) and effects of tonic estro-
gen replacement to OVX rats on clock gene expression in the
SCN, kidney, liver, and uterus (33).

An obvious issue raised by the current data concerns the
functional significance of estrous-cycle-dependent changes in
the daily pattern of expression of PER2 within the BNST-OV
and CEA. These two structures are similar in cytoarchitecture
(34) as well as neurochemistry (35, 36), and have reciprocal
connections (37–39). In addition, both of these areas play key
roles in autonomic regulation, feeding, and stress responsivity
(38, 40, 41). Furthermore, recent studies have demonstrated
effects of gonadal hormones on measures of light-enhanced
startle, an anxiety-like behavior known to be mediated by the
BNST (32, 42, 43). How modulation of the pattern of PER2
expression in the BNST-OV and CEA might be associated with
changes in these functions remains to be determined. It is
possible that alterations in the pattern of oscillations in PER2 are
associated with changes in neuronal response to different types
of inputs, with the processing of information within these
structures, and�or with the modulation of their output pathways.
For example, cyclic variation in GABAergic tone or in neu-
ropeptide content associated with changes in PER2 expression
within the BNST-OV and CEA could contribute to the variation
in stress responsivity observed across the estrous cycle (44, 45).

The ability of fluctuations in estrogen levels to modulate
rhythms of PER2 expression may not be limited to the
BNST-OV and CEA or to this one clock gene. Indeed, the recent
work of Nakamura et al. (33) showed that PER1 rhythms in liver,
kidney, and uterus were sensitive to modulation by tonic estro-
gen. It is of considerable interest to consider the possibility that
endogenous fluctuations in ovarian hormone levels may modu-
late clock gene expression in a number of peripheral tissues.
Moreover, given the proposed association between clock gene
expression, the cell cycle, and tumor growth (46–49), this is one
route through which ovarian hormones might influence suscep-
tibility to cancer development. Other naturally occurring
changes in circulating ovarian hormones across the lifespan
might also be expected to change the coupling of clock gene
expression across tissues and brain areas. Extending the current
results to study the effects of estrous cycle stage and other
reproductive states such as pregnancy and lactation as well as
puberty and senescence on PER2 expression in peripheral tissues
and other brain areas would shed light on this relationship.

The finding that circadian oscillators in select regions of the
limbic forebrain are modulated by endogenous changes in ovar-
ian hormones adds a previously unrecognized level of complex-
ity to the organization of the circadian system. In particular, it
shows that there are sex differences in circadian oscillations in
the brain in intact males and females at some stages of the
reproductive cycle. The challenge now is to identify the associ-
ated effects on physiological and behavioral parameters.

Materials and Methods
Animals. All rats were obtained from Charles River Breeding
Laboratories and weighed between 150 and 175 g on arrival. The
rats were housed four per cage and were given ad libitum access
to food and water. All rats were entrained to a 12 h:12 h
light�dark cycle (for half of the rats the lights were on from 800
hours to 2000 hours, and for the remainder the lights were on
from 2000 hours to 800 hours). The rats were given a 2-week
period to entrain to their light�dark cycle. All procedures were
approved by the Concordia University Animal Care Committee
under the guidelines of the Canadian Council on Animal Care.
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Surgical Procedures. For both males and females, gonadectomy
was carried out under ketamine�xylazine anesthesia (5.7 mg of
ketamine and 0.86 mg of xylazine�100 g of body weight). Ovaries
were removed through bilateral dorsolateral incisions of the skin
and peritoneum and testes through a single ventral incision.
After closing incisions in both muscle and skin, rats were given
an intramuscular injection of Procillin (MTC Bimeda, Cam-
bridge, ON, Canada), an antibiotic (0.1 ml), and Anafen (Ke-
toprofen injectable; Merial, Baie d’Urfé, QC, Canada) (10
mg�ml) for pain relief (0.5 ml�100 g). All rats were allowed 3
weeks to recover from surgery and to entrain to the light�dark
cycle.

Hormone Replacement. After 2 days of recovery from surgery,
OVX rats were treated either with estrogen (2 �g of estradiol in
0.1 ml of sesame seed oil) or with 0.1 ml of sesame seed oil alone.
Food intake and body weight were measured daily to verify the
expected anorectic action of estradiol, and daily vaginal smears
were taken from intact rats.

Tissue Preparation and Immunocytochemistry. Rats were injected
with an overdose of sodium pentobarbital (100 mg�kg) and
perfused intracardially with 300 ml of cold saline (0.9% NaCl)
followed by 300 ml of cold 4% paraformaldehyde in a 0.1 M
phosphate buffer (pH 7.3). After perfusion, brains were post-
fixed in 4% paraformaldehyde and stored at 4°C overnight.
Serial coronal brain sections (50 �m) were collected from each
animal by using a vibratome.

Free-floating sections were washed in cold 50 mM Tris-
buffered saline (TBS) (pH 7.6) and incubated at room temper-
ature for 30 min in a quenching solution made of TBS and 3%
wt�wt hydrogen peroxide (H2O2). After the quenching phase,
sections were rinsed in cold TBS and incubated for 1 h at room
temperature in a preblocking solution made of 0.3% Triton
X-100 in TBS (Triton-TBS), 3% normal goat serum, and 5%
milk buffer. After the preblocking phase, sections were trans-
ferred directly into an affinity-purified rabbit polyclonal anti-
body raised against PER2 (Alpha Diagnostic, San Antonio, TX)
diluted 1:1,000 with a solution of Triton-TBS with 3% normal
goat serum in milk buffer. Sections were incubated with the
primary antibody for 48 h at 4°C. After incubation in the primary

antibody, sections were rinsed in cold TBS and incubated for 1 h
at 4°C with a biotinylated anti-rabbit IgG made in goat (Vector
Laboratories), diluted 1:200 with Triton-TBS with 2% normal
goat serum. After incubation with secondary antibody, sections
were rinsed in cold TBS and incubated for 2 h at 4°C with an
avidin–biotin–peroxidase complex (VECTASTAIN Elite ABC
kit; Vector Laboratories). After incubation with the ABC re-
agents, sections were rinsed with cold TBS, rinsed again with
cold 50 mM Tris�HCl (pH 7.6), and rinsed again for 10 min with
0.05% 3,3�-diaminobenzidine in 50 mM Tris�HCl. Sections were
then incubated on an orbital shaker for 10 min in 3,3�-
diaminobenzidine�Tris�HCl with 0.01% H2O2 and 8% NiCl2.
After this final incubation, sections were rinsed in cold TBS,
wet-mounted onto gel-coated slides, dehydrated through a series
of alcohols, soaked in CitriSolv (Fisher), and cover-slipped with
Permount (Fisher).

Data Analysis. Evidence of PER2 immunoreactivity was examined
under a light microscope, and images from BNST-OV, SCN,
CEA, BLA, and DG were captured by using a Sony XC-77 video
camera, a Scion LG-3 frame grabber (Scion, Frederick, MD),
and NIH IMAGE 1.63 software (http:��rsb.info.nih.gov�nih-
image). A 400 � 400-�m frame was used to capture images of
the SCN, BNST-OV, CEA, and BLA, whereas a 200 � 400-�m
frame was used to capture images of the DG. The number of cells
expressing PER2 immunoreactivity was then counted by using
IMAGE SXM 1.75 software. For each brain region of interest, a
mean number of PER2-ir cells was calculated for each animal by
quantifying the average of the six images that showed the largest
number of stained cells. For all analyses, the alpha level was set
at 0.05. Means and standard deviations were calculated for each
group of intact females, and two-way ANOVAs were conducted
to determine the effects of both the day of the cycle and the ZT
on the number of PER2-ir cells in each region of interest.
One-way ANOVAs to assess simple main effects and Bonferroni
post hoc tests were conducted as appropriate.
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